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O
Crash and Risk Assessment Form

((@ 1. Key features and intended use for the software and/or hardware.

\VValidating addresses for shipment, creating shipments, and tracking shipments

2. Are there any safety-critical operations associated with risk to
human subjects? Which ones?
hone |

3. Does the hardware imply any technogenic risks? Which ones?

hone |

4. Which critical operations require the software to have increased reliability?

ro - these are critical services on the order of hours, but not minutes | | |

“ 5. Which software modules require fault tolerance?
(Duplication, emergency switch to other features, etc.)

|standard load balancing is sufficient | | |
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6. Are there statistics on the most critical or frequent failures?

OYes @No

7. What critical parameters, sensors, or elements show if

the hardware/software is reliable, and require enhanced monitoring?
UPS availability | |

Patabase / other dependent service availability |

8. The failure of which features or modules will result in a complete
failure, crash or inability to use the key functionality or hardware/software?

Prolonged failure prevents shipping. |

9. Your important notes or comments.

Standard reliability (redundant nodes) would be useful; this is dependent on UPS API
being available, so we should plan for callers to deal with brief outages.

(@

Expertise Duplication Critical settings

welcome@implemica.com X



	KeyFeatures: Validating addresses for shipment, creating shipments, and tracking shipments
	TechnogenicRisk1: none
	TechnogenicRisk2: 
	TechnogenicRisk3: 
	IncreasedReliabilityOperation4: 
	IncreasedReliabilityOperation5: 
	IncreasedReliabilityOperation6: 
	FaultToleranceModule1: standard load balancing is sufficient
	FaultToleranceModule2: 
	FaultToleranceModule3: 
	FaultToleranceModule5: 
	FaultToleranceModule6: 
	FaultToleranceModule7: 
	FaultToleranceModule8: 
	EnhancedMonitoring1: UPS availability
	EnhancedMonitoring2: Database / other dependent service availability
	EnhancedMonitoring3: 
	EnhancedMonitoring5: 
	EnhancedMonitoring6: 
	EnhancedMonitoring7: 
	CompleteFailureReason8: 
	CompleteFailureReason5: 
	CompleteFailureReason6: 
	CompleteFailureReason7: 
	EnhancedMonitoring8: 
	IncreasedReliabilityOperation1: no - these are critical services on the order of hours, but not minutes
	IncreasedReliabilityOperation2: 
	IncreasedReliabilityOperation3: 
	HaveFailureStats: 
	HaveFailureStats: No
	Off

	FaultToleranceModule4: 
	CriticalOperation1: none
	CriticalOperation2: 
	CriticalOperation3: 
	Comments: Standard reliability (redundant nodes) would be useful; this is dependent on UPS API being available, so we should plan for callers to deal with brief outages.
	CompleteFailureReason4: 
	CompleteFailureReason3: 
	CompleteFailureReason2: 
	CompleteFailureReason1: prolonged failure prevents shipping.  
	EnhancedMonitoring4: 


